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Abstract—Research on hard real-time systems and their models has predominately focused upon single-threaded tasks. When multi-threaded tasks are introduced to the classical real-time model the individual threads are treated as distinct tasks, one for each thread. These artificial tasks share the deadline, period, and worst case execution time of their parent task. In the presence of instruction and data caches this model is overly pessimistic, failing to account for the execution time benefit of cache hits when multiple threads of execution share a memory address space.

This work takes a new perspective on instruction caches. Treating the cache as a benefit to schedulability for a single task with \( m \) threads. To realize the “inter-thread cache benefit” a new scheduling algorithm and accompanying worst-case execution time (WCET) calculation method are proposed. The scheduling algorithm permits threads to execute across conflict free regions, and blocks those threads that would create an unnecessary cache conflict. The WCET bound is determined for the entire set of \( m \) threads, rather than treating each thread as a distinct task. Both the scheduler and WCET method rely on the calculation of conflict free regions which are found by a static analysis method that relies on no external information from the system designer.

By virtue of this perspective the system’s total execution time is reduced and is reflected in a tighter WCET bound compared to the techniques applied to the classical model. Obtaining this tighter bound requires the integration of three typically independent areas: WCET, schedulability, and cache-related preemption delay analysis.

I. INTRODUCTION

In the classical model of real-time systems, shared resources are often considered detractors to schedulability analysis and exclusively increase worst-case execution times (WCETs). Cache memory is one such shared resource viewed from this exclusively negative perspective. It is a natural perspective, derived from a preempting task invalidating cache lines, thus extending a preempted task’s execution time.

For example in the classical periodic task model [1] it is implied that a task is a single thread of execution. These models lack a representation for tasks with multiple threads. To apply WCET and schedulability techniques developed for the classical models, a task that executes multiple threads is treated as several duplicate tasks with a single thread of execution. Any task that releases a job with \( m \) threads will be converted to \( m \) tasks each releasing one job.
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Under such models, tasks are assumed to be in competition for cache space. The inclusion of threads, which are converted to tasks, only amplifies the negative affect. However, threads are not always in competition with other threads, but in fact can mutually benefit from reusing the same resources. Threads of the same task share a memory space (also referred to as an address space). A cache miss during the execution of one thread can place values into the cache that produce a cache hit for a second thread. These unexpected cache hits reduce the execution time of the second thread and the system overall. This speed up is called the inter-thread cache benefit. While other researchers have developed techniques for limiting the impact of caches [2] [3] [4], we are unaware of any existing analysis technique that accounts for the benefit of caches between threads or tasks.

The purpose of this work is to illustrate the potential inter-thread cache benefit for instruction caches, and to argue for a new task model and schedulability analysis technique. Current approaches to Worst Case Execution Time (WCET), Cache-Related Preemption Delay (CRPD), and schedulability analysis typically operate independently. Accounting for the inter-thread cache benefit requires a unified approach, integrating all of these disciplines.

As a first step towards a complete approach this work is limited to a single task executing multiple identical threads. Preemptions between threads incur no time penalty. The main work-in-progress efforts described herein are the development of a new thread based scheduling algorithm called \textsc{Bundle}, and a method for calculating the WCET bound of \( m \) threads scheduled by \textsc{Bundle}. By the nature of the WCET calculation, the bound permits any number of preemptions between threads. When \( m \) is greater than one, the bound is guaranteed to be less than any WCET method using the competitive perspective from the classical model.

II. MOTIVATING EXAMPLE

An example in two parts provides the motivation for this work. This example illustrates the inter-thread cache benefit and highlights the pessimism in existing WCET and CRPD approaches. As noted, the classical model provides no representation of a threads distinct from a job. To aid the example the classical model is augmented with two new concepts: threads and ribbons.

Customarily, the term “thread” may refer to the execution of a sub-job, or it may refer to the subset of instructions reachable from an entry point. To clarify the distinction the
term *ribbon* is introduced and refers to the subset of instructions reachable from a single entry point. A *thread* will refer exclusively to one instance of execution i.e., an instantiation of a ribbon.

The computational setting is a single processor with an instruction cache of *l* lines. The cache is write-through and direct-mapped, assigning exactly one cache line assigned to a memory address. To simplify the presentation, every instruction completes in \( \| \) time units. If an instruction is absent from the cache before execution, its completion will be delayed by the Block Reload Time (BRT): \( B \). Executing an instruction out of the cache (i.e. a hit) takes \( \| \) time, while caching and executing a miss takes \( (I + B) \).

For periodic and sporadic tasks, the classical model accumulates the *n* tasks in the set \( \tau = \{ \tau_1, \tau_2, ..., \tau_n \} \). Each task is characterized by a tuple of minimum inter-arrival time, relative deadline, and worst case execution time: \( \tau_i = (p_i, d_i, c_i) \). Each \( c_i \) value is an upper bound on the amount of time one job of \( \tau_i \) will take to complete if the job executes without preemption.

To more closely represent the execution of threads within jobs the model must be modified. With that purpose, each task is represented by a tuple of minimum inter-arrival time, relative deadline, and initial ribbon: \( \tau_i = (p_i, d_i, r_i) \). A ribbon \( r_i \) is identified by a starting instruction within the object of a task, it includes all reachable instructions until an exit point. The set of *m* ribbons from all tasks is named \( R = \{ r_1, r_2, ..., r_m \} \), where \( |R| \geq |\tau| \). Every ribbon has an associated worst-case execution time: \( r_j = c(r_j) \).

### TABLE I. SUMMARY OF MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Task</th>
<th>Ribbons</th>
<th>Ribbons</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_i \in \tau )</td>
<td>( \tau_i = (p_i, d_i, r_i) )</td>
<td>( r_j \in R )</td>
<td>( r_j = c(r_j) )</td>
</tr>
<tr>
<td>Cache Lines</td>
<td>Instruction Time</td>
<td>BRT</td>
<td></td>
</tr>
<tr>
<td>( l )</td>
<td>( | )</td>
<td>( B )</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II. EXAMPLE MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Task</th>
<th>Ribbons</th>
<th>Ribbon Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau = { \tau_1 } )</td>
<td>( \tau_1 = (p_1, d_1, r_1) )</td>
<td>( R = { r_1 } )</td>
<td>(</td>
</tr>
<tr>
<td>Cache Lines</td>
<td>Instruction Time</td>
<td>BRT</td>
<td></td>
</tr>
<tr>
<td>( l = 200 )</td>
<td>( | = 1 )</td>
<td>( B = 10 )</td>
<td></td>
</tr>
</tbody>
</table>

For every job release, consider a scheduling algorithm that runs one thread of \( r_1 \) to completion before permitting the second thread to begin execution. The ribbon \( r_1 \) is 50 instructions long, without loops or branches all 50 instructions miss the cache and each take \( (I + B) = 11 \) cycles to complete for a total of 550 cycles per thread. An analysis that does not consider the benefit of the cache between threads of \( r_1 \) will reserve 1100 cycles for the combined execution of \( r_1^1 \) and \( r_1^2 \).

Since \( \tau_1 \) (and \( r_1 \)) contain less than \( l \) uniquely addressed instructions, every instruction of \( \tau_1 \) maps to a distinct address in the cache. Assuming no cache flushes are permitted during the execution of \( r_1^1 \), the execution time of 1100 cycles is reduced to 600 cycles by the inter-thread cache benefit. Figure 1 illustrates the reduction.

![Fig. 1. Inter-Thread Cache Benefit](image)

During the execution of \( r_1^1 \) every instruction is placed in the cache consuming 550 cycles. Since \( r_1^1 \) and \( r_1^2 \) share the same address space, all instructions are available in the cache during \( r_1^2 \)’s execution; taking 50 cycles to complete. Also note, in this task system 600 cycles is the worst case execution time for \( \tau_1 \). Regardless of the thread execution order, one thread will execute an instruction before the other thread caching the instruction value. When the later thread executes an instruction, it will find the value present in the cache.

### B. Example Part II: Existing WCET & CRPD Approaches

To illustrate the benefit of a new approach, the existing approaches to WCET and CRPD analysis are applied to a slightly more complicated ribbon. The advantage will be shown by applying the cache aware methods of Arnold [5] and Mueller’s [6] for WCET calculation, and Lee et al.’s [7] CRPD determination. These methods were chosen for illustrative purposes and for their continued use in subsequent works.

The structure of \( r_1 \) from the previous example is ill suited for meaningful WCET or CRPD analysis. To continue, \( r_1 \) is modified to include a prologue, loop, and epilogue for a total instruction count of \( \frac{r_1}{2} \cdot l \). Figure 2 gives the control flow graph [8] (CFG) of \( r_1 \) which connects serial sets of instructions, called basic blocks, by their logical control flow through the ribbon. Below each basic block is a counting term in square brackets listing the number of instructions in the block. The parentheses value at the bottom of the figure indicates the number iterations the loop will execute.
1) WCET: Predominantly, WCET analysis that includes cache behavior is limited to a single task, specifically between preemption points [5]. Arnold [5] and Mueller’s [6] approach iterates over the control flow graph categorizing instructions as cache must-miss, first-miss, first-hit, and must-hit. Table III lists the result of categorization for each basic block using Arnold’s approach.

<table>
<thead>
<tr>
<th>Section</th>
<th>Basic Blocks</th>
<th>WCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prologue</td>
<td>B₃</td>
<td>(\frac{1}{4} \cdot (8 + 9))</td>
</tr>
<tr>
<td>Loop Entry</td>
<td>(B₂ + B₃)</td>
<td>(\frac{1}{4} \cdot (8 + 9))</td>
</tr>
<tr>
<td>Loop Repetition</td>
<td>((B₂ + B₃) \cdot 4) (repeats)</td>
<td>(\frac{1}{4} \cdot 2 \cdot (8 + 9))</td>
</tr>
<tr>
<td>Epilogue</td>
<td>((B₄ + B₅) \cdot B₇)</td>
<td>(\frac{1}{4} \cdot 3 \cdot (8 + 9))</td>
</tr>
</tbody>
</table>

Using these categorizations and the loop bound, the worst case execution time of \(r₁\) is the sum of the execution times of the prologue, the entry executions of \(B₂\) and \(B₃\), the repetitions of \(B₂\) and \(B₃\), and the epilogue. Table IV gives the intermediate values, using the model parameters of \(l = 100\), \(t = 200\), and \(I = 1\), the total execution time taking into consideration reloads is: \(\frac{1}{4} \cdot (8 + 9) + \frac{2}{4} \cdot (8 + 9) + \frac{3}{4} \cdot (8 + 9) + \frac{1}{6} \cdot (8 + 13)\) = \(\frac{1}{4} \cdot 3150\) = \(3150\).

Using the WCET of 3150 for two threads of \(r₁\), where the execution of each thread is considered a distinct task, the total demand for the one task system is 6300. However, this is overly pessimistic. The worst possible schedule for two threads of \(r₁\) is the sequential execution of \(r₁\) followed by \(r₂\). It is the worst schedule because it inflicts the most cache misses during the execution of \(r₁\).

The prologue consumes one quarter of the cache, the loop one half, and the epilogue another half. Meaning, after the epilogue executes all of the cache lines of the prologue have been invalidated. Scheduling \(r₂\) after \(r₁\) has completed requires \(r₂\) to load the cache lines of the prologue, and half of the cache lines from the epilogue. With this understanding, the WCET of \(r₂\) is \(\frac{1}{4} \cdot (8 + 9) + \frac{5}{10} \cdot (8 + 9) + \frac{1}{10} \cdot (8 + 9) = 1400\). The total demand for the task system is 4550 which is less than the 6300 calculated from the WCET analysis, demonstrating the pessimism of the Arnold and Mueller approaches. Figure 3 illustrates the worst possible schedule for \(r₂\) including the cache contents at \(t = 3150\), as well as the pessimistic estimate for \(r₁\)’s execution time.

Fig. 3. Worst Schedule with Respect to \(r₂\)

2) CRPD: Cache related preemption delay accounts for the execution time extension of one task due to the cache interference of another. A task executing in isolation may store and reuse values from the cache. When preempted, those stored cache values may be invalidated before they are reused. Upon resuming the preempted task must pay the BRT for each invalidated cache block, extending the execution time of the preempted task. This delay is called the Cache Related Preemption Delay (CRPD), and one method for calculating it is the Useful Cache Block (UCB) approach developed by Lee et al. [7].

The UCB approach borrows from the Arnold and Mueller approaches, iterating over the control flow graph to determine if cache blocks are useful or not. A useful cache block is “a cache block that contains a memory block that may be referenced before being replaced by another memory block.” within the same task.

From Figure 2 there are two basic blocks that contribute UCBs to the thread \(r₁\): \(B₂\) and \(B₃\). Applying Lee’s method, CRPD of a preemption of \(r₁\) is \(\frac{2}{4} \cdot (8 + 9) = 1100\) the sum of cache lines from \(B₂\) and \(B₃\). However, this bound is overly pessimistic.

Given the schedule in Figure 3 once the “Loop” instructions are cached they cannot be invalidated. If \(r₁\) were to be preempted after the first iteration of the loop the cache lines mapping to the instructions of \(B₂\) and \(B₃\) would be populated. No other instructions of \(r₂\) map to those cache lines, and cannot invalidate them. Furthermore, there is no schedule of \(r₃\) and \(r₄\) which incurs any CRPD.

Lee’s approach to CRPD calculation is known to be an overestimate, there are refinements such as the UCB-ECB [9], UCB-Union, and UCB-Union Multiset [10] approaches. However, the UCB calculation is a component of each of them and the advanced techniques suffer from the same inability to address cache memory as a benefit rather than a detriment. Similarly, the Arnold and Mueller approaches play a role in subsequent WCET methods. For this reason, the fundamental approaches of Lee, Arnold and Mueller were selected for our evaluation of the potential inter-thread cache benefit.

III. AN OPTIMAL SCHEDULE

The maximum WCET and CRPD bound determined for \(r₁\) in the previous section relies on knowledge of the scheduler. A further reduction in WCET and CRPD values is possible by crafting a schedule that considers the cache. Figure 4 is an optimal schedule created by considering the cache contents and thread flow. Each thread will take a different path through the epilogue, \(r₃\) will take the “high” road, executing the basic blocks in the following order: \((B₁, B₂, B₃)\). The thread \(r₄\) will take the “low” road, executing: \((B₁, B₂, B₃)\).

Examining the structure and cache usage of \(r₁\), the prologue is the problematic section. Upon completion, \(r₁\) will remove the cache contents of the prologue. To benefit from the cached values \(r₃\) must be scheduled to run before the prologue has been invalidated.

The schedule is presented as the series of block executions, the distance between marks on the time axis are not to scale. Above each series of basic blocks is the execution time
required to complete the section. By preempting $r_1$ after the completion of $B_1$, the total execution time is reduced to 4134.

IV. PROGRESS AND REMAINING EFFORT

Treating caches solely as detractors in schedulability analysis leads to overly pessimistic WCET bounds for multi-threaded tasks and task systems. This pessimism is further increased by the independent treatment of threads in CRPD analysis. By considering the three disciplines of schedulability, WCET, and CRPD analysis in concert a tighter bound on execution of tasks and task systems can be achieved.

A complete solution that accounts for multiple tasks each with an arbitrary number of ribbons is too ambitious for a first work. By focusing on a single task with one ribbon and $m$ threads, a first useful solution may provide insight for later efforts. Our current research aims include developing a scheduling algorithm (BUNDLE), static analysis, and WCET bound for $m$ threads of a single ribbon.

Static analysis provides conflict free regions that are used by the scheduling algorithm at run time and off-line timing analysis. A conflict free region is a sub-graph of a ribbon’s CFG. It includes a starting instruction and all reachable instructions that cannot create a cache conflict. Conflicts that arise during the execution of a single thread are classified as intra-thread, and those incurred by preemption inter-thread.

At run time, BUNDLE uses conflict free regions to group and schedule threads. Intuitively, all threads of the same region are allowed to run in any order and preempt each other arbitrarily. However, when any thread would execute an instruction outside of the region it is blocked until all other threads reach a boundary. After all threads in a region have been blocked, another region is selected for execution.

Determining the WCET of a set of $m$ threads requires the conflict free region boundaries and knowledge of the schedule produced by BUNDLE. It also relies upon the static analysis of structures within CFG to establish bounds on the regions. For each conflict free region serial, looping, and branching substructures are extracted and help characterize the region with an execution time bound.

Figure 5 illustrates the result of timing characterization for conflict free regions of a ribbon $r$ with CFG $G$. This information, along with the number of threads is passed to the final timing analysis. After finding the longest path through the ribbon, incorporating the behavior of BUNDLE over the $m$ threads produces an execution bound for the set of threads. Figure 6 outlines the general approach to timing analysis.

Two significant tasks remain to complete this work: to evaluate and compare. The evaluation will entail more effort due to the lack of tools. Performing an evaluation requires a new memory restricted threading library and CPU simulator with extensible cache configuration. Comparing with related works such as PREM [2] and MultiPREM [3] will emphasize the benefit of combining the three aforementioned disciplines.
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